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minimize the fake news detection loss L.
2. Remove event-specific features: fool the event detector 8, to
maximize the event discrimination loss L,.

» Proposed Solution
» Extract common multi-modal features (i.e. remove event-specific
features) across different events, because the common features are
also shared by and are effective on newly emerged events.
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The A controls the trade-off between losses L; and L,

(b) Photo: Lenticular clouds over
Mount Fuji, Japan. #amazing #earth
#clouds #mountains

» How to remove event-specific features?
» Employ Adversarial Mechanism to find event-specific features and
remove them.

> Datasets
» Twitter and Weibo are both popular multimedia social media
websites. The datasets collected from them contain the text posts and
the corresponding attached images.

» Fake news missed by single image modality model but detected
by EANN.

Twitter | Weibo

# of fake News 7898 4749

# of real News 6026 4779
# of images 514 9528
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(a) Want to help these unfortunates? (b) Meet The Woman Who Has
New, Iphones, laptops, jewelry and Given Birth To 14 Children From 14
designer clothing could aid them Different Fathers!
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