
To achieve this goal, we need to remove the uniqueness of each
event. In particular, we measure the dissimilarities of the feature
representations among di�erent events and remove them in order
to capture the event invariant feature representations.

3.4 Event Discriminator
Event discriminator is a neural network which consists of two fully
connected layers with corresponding activation functions. It aims
to correctly classify the post into one ofK events based on the multi-
modal feature representations. We denote the event discriminator
as Ge (RF ;�e ) where �e represents its parameters. We de�ne the
loss of event discriminator by cross entropy and use Ye to represent
the set of the event labels:

Le (�f ,�e ) = �E(m,�)⇠(M,Ye ) [
K’
k=1

1[k=�] log(Ge (Gf (m;�f ));�e )],

(9)
The parameters of event discriminator minimizing the loss

Le (·, ·) are written as:

�̂e = argmin
�e

Le (�f ,�e ). (10)

The above loss Le (�f , �̂e ) can be used to estimate the dissimilar-
ities of di�erent events’ distributions. The large loss means the
distributions of di�erent events’ representations are similar and the
learned features are event-invariant. Thus, in order to remove the
uniqueness of each event, we need to maximize the discrimination
loss Le (�f , �̂e ) by seeking the optimal parameters �f .

The above idea motivates a minimax game between the multi-
modal feature extractor and the event discriminator. On one hand,
the multi-modal feature extractor tries to fool the event discrimina-
tor to maximize the discrimination loss, and on the other hand, the
event discriminator aims to discover the event-speci�c information
included in the feature representations to recognize the event. The
integration process of three components and the �nal objective
function will be introduced in the next subsection.

3.5 Model Integration
During the training stage, the multi-modal feature extractor
Gf (·;�f ) needs to cooperate with fake news detector Gd (·;�d ) to
minimize the detection loss Ld (�f ,�d ), so as to improve the perfor-
mance of fake news detection task. Simultaneously, the multi-modal
feature extractor Gf (·;�f ) tries to fool the event discriminator
Ge (·; �̂e ) to achieve event invariant representations by maximizing
the event discrimination loss Le (�f ,�e ). The event discriminator
Ge (RF ;�e ) tries to recognize each event based on the multi-modal
feature representations by minimizing the event discrimination
loss. We can de�ne the �nal loss of this three-player game as

Lf inal (�f ,�d ,�e ) = Ld (�f ,�d ) � � Le (�f ,�e ), (11)

�̂f = ar�min
�f

Ld (�f ,�d ) � � Le (�f ,�e ), (12)

where � controls the trade-o� between the objective functions
of fake news detection and event discrimination. In this paper, we
simply set � as 1 without tuning the trade-o� parameter. For the

minimax game, the parameter set we seek is the saddle point of the
�nal objective function:

(�̂f , �̂d ) = ar� min
�f ,�d

Lf inal (�f ,�d , �̂e ), (13)

�̂e = ar�max
�e

Lf inal (�̂f ,�e ). (14)

We use stochastic gradient descent to solve the above problem.
The �f is updated according to Eq. 15. Here we adopt the gradient
reversal layer (GRL) introduced in [8]. The gradient reversal layer
acts as an identity function during forward stage, and it multiplies
gradient with �� and passes the results to the preceding layer
during backprop stage. GRL can be easily added between the multi-
modal feature extractor and the event discriminator. We denote it
as the reversal layer in the Figure 1.

�f  �f � � ( @Ld
@�f
� � @Le
@�f

). (15)

In order to stabilize the training process, we follow the approach
in [8] to decay the learning rate �:

�0 =
�

(1 + � · p)�
, (16)

where � = 10, � = 0.75, and p is linearly changing from 0 to 1
corresponding to the training progress. The detailed steps of the
proposed event adversarial neural networks (EANN) is summarized
in algorithm 1.

Algorithm 1 Event Adversarial Neural Networks.

Input: The multi-modal input {mi }Ni=1, the auxiliary event label {ei }Ni=1,
the detection label {�i }Ni=1 and the learning rate �
1: for number of training iterations do
2: Decay learning rate according to Eq. 16
3: Update the parameters of multi-modal feature extractor �f

according to Eq. 15;
4: Update the parameters of the event discriminator �e :
5: �e  �e � � @Le

@�e
6: Update the parameters of fake news detector �d :
7: �d  �d � �

@Ld
@�d

8: end for

4 EXPERIMENTS
In this section, we �rst introduce two large social media datasets
used in the experiments, then present the state-of-the-art fake news
detection approaches, and �nally analyze the performance of the
proposed model.

4.1 Datasets
To fairly evaluate the performance of the proposed model, we con-
duct experiments on two real social media datasets, which are
collected from Twitter and Weibo. Next, we provide the details of
both datasets respectively.
Twitter Dataset
The Twitter dataset is from MediaEval Verifying Multimedia Use
benchmark [3], which is used for detecting fake content on Twitter.
This dataset has two parts: the development set and test set. We
use the development as training set and test set as testing set to

ØPerformance Validation
Ø Compared with the state-of-the-art fake news detection models,
EANN achieves the best performance on two datasets overall.

Ø Importance of Adversarial Mechanism
Ø Adversarial Mechanism helps improve the performance of
single-modal and multi-modal models respectively on both
accuracy and F1 score by removing event-specific features.

Ø Importance of multi-modal features for fake news
detection
Ø Fake news missed by single text modality model but detected by
EANN.

Ø Fake news missed by single image modality model but detected
by EANN.

4.4 Performance Comparison
Table 2 shows the experimental results of baselines and the pro-
posed approaches on two datasets. We can observe that the overall
performance of the proposed EANN is much better than the base-
lines in terms of accuracy, precision and F1 score.

On the Twitter dataset, the number of tweets on di�erent events
is imbalanced and more than 70% of tweets are related to a single
event. This causes the learned text features mainly focus on some
speci�c events. Compared with visual modality, the text modality
contains more obvious event speci�c features which seriously pre-
vents extracting transferable features among di�erent events for
the Text model. Thus, the accuracy of Text is the lowest among
all the approaches. As for another single modality baseline Vis, its
performance is much better than that of Text. The features of image
are more transferable, and thus reduce the e�ect of imbalanced
posts. With the help of VGG19, a powerful tool for extracting useful
features, we can capture the more sharable patterns contained in
images to tell the realness of news compared with textual modality.

Though the visual modality is e�ective for fake news detection,
the performance of Vis is still worse than that of the multi-modal
approaches. This con�rms that integrating multiple modalities is
superior for the task of fake news detection. Among multi-modal
models, a�-RNN performs better than VQA and NeuralTalk, which
shows that applying attention mechanism can help improve the
performance of the predictive model.

For the variant of the proposed model EANN�, it does not in-
clude the event discriminator, and thus tends to capture the event-
speci�c features. This would lead to the failure of learning enough
shared features among events. In contrast, with the help of the
event discriminator, the complete EANN signi�cantly improves
the performance in terms of all the measures. This demonstrates
the e�ectiveness of the event discriminator for performance im-
provements. Speci�cally, the accuracy of EANN improves 10.3%
compared with the best baseline a�-RNN, and F1 scores increases
16.5%.

On the Weibo dataset, similar results can be observed as those
on the Twitter dataset. For single modality approaches, however,
contradictory results are observed. From Table 2, we can see that
the performance of Text is greatly higher than that of Vis. The
reason is that the Weibo dataset does not have the same imbal-
anced issue as the Twitter dataset, and with su�cient data diversity,
useful linguistic patterns can be extracted for fake news detection.
This leads to learning a discriminable representation on the Weibo
dataset for the textual modality. On the other hand, the images in
the Weibo dataset are much more complicated in semantic meaning
than those in the Twitter dataset. With such challenging image
dataset, the baseline Vis cannot learn meaningful representations,
though it uses the e�ective visual extractor VGG19 to generate
feature representations.

As can be seen, the variant of the proposed model EANN- outper-
forms all the multi-modal approaches on the Weibo dataset. When
modeling the text information, our model employs convolutional
neural networks with multiple �lters and di�erent word window
sizes. Since the length of each post is relatively short (smaller than
140 characters), CNN may capture more local representative fea-
tures.
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Figure 3: The performance comparison for the models w/
and w/o adversary.

For the proposed EANN, it outperforms all the approaches on
accuracy, precision and F1 score. Compared with EANN�, we can
conclude that using the event discriminator component indeed
improves the performance of fake news detection.

4.5 Event Discriminator Analysis
In this subsection, we aim to analyze the importance of the de-
signed event discriminator component from the quantitative and
qualitative perspectives.

Quantitative Analysis
To intuitively illustrate the importance of employing event discrimi-
nator in the proposed model, we conduct the following experiments.
For each single modality approach, we design its corresponding
adversarial model. Then we run the new designed model on the
Weibo dataset. Figure 3 shows the results in terms of F1 score and
accuracy. In Figure 3, “w/ adv” means that we add event discrimi-
nator into the corresponding approaches, and “w/o adv” denotes
the original approaches. For the sake of simplicity, let Text+ and
Vis+ represent the corresponding approaches, Text and Vis, with
event discriminator component being added, respectively.

From Figure 3, we can observe that both accuracy and F1 score of
Text+ and Vis+ are greater than those of Text and Vis respectively.
Note that for the proposed approach EANN, its reduced model is
EANN�. The comparison between EANN and EANN� has been
discussed in Section 4.4. Thus, we can draw a conclusion that incor-
porating event discriminator component is essential and e�ective
for the task of fake news detection.

Qualitative Analysis
To further analyze the e�ectiveness of event discriminator, we
qualitatively visualize the text features RT learned by EANN� and
EANN on the Weibo testing set with t-SNE [22] shown in Figure 4.
The label for each post is real or fake.

From Figure 4, we can observe that for the approach EANN�, it
can learn discriminable features , but the learned features are still
twisted together, especially for the left part of Figure 4a. In contrast,
the feature representations learned by the proposed model EANN
are more discriminable, and there are bigger segregated areas
among samples with di�erent labels shown in Figure 4b. This is be-
cause in the training stage, event discriminator tries to remove the
dependencies between feature representations and speci�c events.
With the help of the minimax game, the muli-modal feature extrac-
tor can learn invariant feature representations for di�erent events
and obtain more powerful transfer ability for detection of fake news

Ø What is Fake News ?
Ø “Fake news is a deliberate misinformation or hoaxes spread via 
traditional print and broadcast news media or online social
media. This false information is mainly distributed by social media.”

---Wikipedia

Ø Global concern brought by Fake News
Ø Within the final three months of the 2016 U.S. presidential election, 
the fake news generated to favor either of the two nominees was 
shared by more than 37 million times on Facebook.

ØChallenges of Fake News Detection
Ø Fake news is often generated on newly emerged (time- critical)
events and is hard to verify.
Ø Fake news takes advantage of multimedia contents to mislead
readers and gets rapid dissemination.

ØProposed Solution
Ø Extract common multi-modal features (i.e. remove event-specific
features) across different events, because the common features are
also shared by and are effective on newly emerged events.

ØHow to remove event-specific features?
Ø Employ Adversarial Mechanism to find event-specific features and
remove them.

The Columbian Chemicals 
plant explosion was 
reported to have involved 
"dozens of fake accounts 
that posted hundreds of 
tweets for hours, 
targeting a list of figures 
precisely chosen to 
generate maximum 
attention. "

EANN: Event Adversarial Neural Networks for Multi-Modal 
Fake News Detection
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Motivation EANN Model

Ø Model Overview
Ø The multi-modal feature extractor cooperates with the fake news
detector to identify fake news.
Ø Adversarial Mechanism: The multi-modal feature extractor fools the
event discriminator to learn the common features across different
events.

Ø The fake news detector !" aims to cooperate with the multi-modal
feature extractor #$ to minimize the fake news detection loss %&.

Ø The event discriminator !' aims to correctly classify the post into
one of the events (i.e. minizine the event discrimination loss %() based
on multi-modal features.

Ø The multi-modal feature extractor !) aims to achieve two goals:
1. Detect fake news: cooperate with the fake news detector #& to

minimize the fake news detection loss %&.
2. Remove event-specific features: fool the event detector #( to

maximize the event discrimination loss %(.

The * controls the trade-off between losses %& and %(

Ø Datasets
Ø Twitter and Weibo are both popular multimedia social media
websites. The datasets collected from them contain the text posts and
the corresponding attached images.
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Experiments

To achieve this goal, we need to remove the uniqueness of each
event. In particular, we measure the dissimilarities of the feature
representations among di�erent events and remove them in order
to capture the event invariant feature representations.

3.4 Event Discriminator
Event discriminator is a neural network which consists of two fully
connected layers with corresponding activation functions. It aims
to correctly classify the post into one ofK events based on the multi-
modal feature representations. We denote the event discriminator
as Ge (RF ;�e ) where �e represents its parameters. We de�ne the
loss of event discriminator by cross entropy and use Ye to represent
the set of the event labels:

Le (�f ,�e ) = �E(m,�)⇠(M,Ye ) [
K’
k=1

1[k=�] log(Ge (Gf (m;�f ));�e )],

(9)
The parameters of event discriminator minimizing the loss

Le (·, ·) are written as:

�̂e = argmin
�e

Le (�f ,�e ). (10)

The above loss Le (�f , �̂e ) can be used to estimate the dissimilar-
ities of di�erent events’ distributions. The large loss means the
distributions of di�erent events’ representations are similar and the
learned features are event-invariant. Thus, in order to remove the
uniqueness of each event, we need to maximize the discrimination
loss Le (�f , �̂e ) by seeking the optimal parameters �f .

The above idea motivates a minimax game between the multi-
modal feature extractor and the event discriminator. On one hand,
the multi-modal feature extractor tries to fool the event discrimina-
tor to maximize the discrimination loss, and on the other hand, the
event discriminator aims to discover the event-speci�c information
included in the feature representations to recognize the event. The
integration process of three components and the �nal objective
function will be introduced in the next subsection.

3.5 Model Integration
During the training stage, the multi-modal feature extractor
Gf (·;�f ) needs to cooperate with fake news detector Gd (·;�d ) to
minimize the detection loss Ld (�f ,�d ), so as to improve the perfor-
mance of fake news detection task. Simultaneously, the multi-modal
feature extractor Gf (·;�f ) tries to fool the event discriminator
Ge (·; �̂e ) to achieve event invariant representations by maximizing
the event discrimination loss Le (�f ,�e ). The event discriminator
Ge (RF ;�e ) tries to recognize each event based on the multi-modal
feature representations by minimizing the event discrimination
loss. We can de�ne the �nal loss of this three-player game as

Lf inal (�f ,�d ,�e ) = Ld (�f ,�d ) � � Le (�f ,�e ), (11)

where � controls the trade-o� between the objective functions of
fake news detection and event discrimination. In this paper, we
simply set � as 1 without tuning the trade-o� parameter. For the
minimax game, the parameter set we seek is the saddle point of the
�nal objective function:

(�̂f , �̂d ) = ar� min
�f ,�d

Lf inal (�f ,�d , �̂e ), (12)

�̂e = ar�max
�e

Lf inal (�̂f ,�e ). (13)

We use stochastic gradient descent to solve the above problem.
The �f is updated according to Eq. 14. Here we adopt the gradient
reversal layer (GRL) introduced in [8]. The gradient reversal layer
acts as an identity function during forward stage, and it multiplies
gradient with �� and passes the results to the preceding layer
during backprop stage. GRL can be easily added between the multi-
modal feature extractor and the event discriminator. We denote it
as the reversal layer in the Figure 1.

�f  �f � � ( @Ld
@�f
� � @Le
@�f

). (14)

In order to stabilize the training process, we follow the approach
in [8] to decay the learning rate �:

�0 =
�

(1 + � · p)�
, (15)

where � = 10, � = 0.75, and p is linearly changing from 0 to 1
corresponding to the training progress. The detailed steps of the
proposed event adversarial neural networks (EANN) is summarized
in algorithm 1.

Algorithm 1 Event Adversarial Neural Networks.

Input: The multi-modal input {mi }Ni=1, the auxiliary event label {ei }Ni=1,
the detection label {�i }Ni=1 and the learning rate �
1: for number of training iterations do
2: Decay learning rate according to Eq. 15
3: Update the parameters of multi-modal feature extractor �f

according to Eq. 14;
4: Update the parameters of the event discriminator �e :
5: �e  �e � � @Le

@�e
6: Update the parameters of fake news detector �d :
7: �d  �d � �

@Ld
@�d

8: end for

4 EXPERIMENTS
In this section, we �rst introduce two large social media datasets
used in the experiments, then present the state-of-the-art fake news
detection approaches, and �nally analyze the performance of the
proposed model.

4.1 Datasets
To fairly evaluate the performance of the proposed model, we con-
duct experiments on two real social media datasets, which are
collected from Twitter and Weibo. Next, we provide the details of
both datasets respectively.

Table 1: The Statistics of the Real-World Datasets.

Twitter Weibo
# of fake News 7898 4749
# of real News 6026 4779
# of images 514 9528

Twitter Dataset
The Twitter dataset is from MediaEval Verifying Multimedia Use
benchmark [3], which is used for detecting fake content on Twitter.
This dataset has two parts: the development set and test set. We
use the development as training set and test set as testing set to
keep the same data split scheme. The tweets in the Twitter dataset
contain text content, attached image/video and additional social
context information. In this work, we focus on detecting fake news
by incorporating both text and image information. Thus, we remove
the tweets without any text or image. For this two sets, there is
no overlapping events among them. For model training on Twitter
dataset, we adopt early stop strategy.
Weibo Dataset
The Weibo dataset is used in [13] for detecting fake news. In this
dataset, the real news are collected from authoritative news sources
of China, such as Xinhua News Agency. The fake news are crawled
from May, 2012 to January, 2016 and veri�ed by the o�cial ru-
mor debunking system of Weibo. This system encourages common
users to report suspicious posts and examines suspicious posts
by a committee of trusted users. According to the previous work
[21, 31], this system also acts as the authoritative source for collect-
ing rumor news. When preprocessing this dataset, we follow the
same steps in the work [13]. We �rst remove the duplicated and
low quality images to ensure the quality of entire dataset. Then
we apply a single-pass clustering method [14] to discover newly
emerged events from posts. Finally, we split the whole datasets into
the training, validation, testing sets in a 7:1:2 ratio, and ensure that
they do not contain any common event. The detailed statistics of
these two datasets are listed in Table 1.

4.2 Baselines
To validate the e�ectiveness of the proposed model, we choose base-
lines from the following three categories: single modality models,
multi-modal models, and the variant of the proposed model.

Single Modality Models
In the proposedmodel, we leverage both text and image information
to detect fake news. For each modality, it can also be solely used to
discover fake news. Thus, we proposed the following two simple
baselines:

• Text. We use 32 dimensional pre-trained word-embedding
weights of text content from all of posts to initialize the parameters
of the embedding layer. Then CNN is used to extract the textual
feature RT for each post. Finally, an additional fully connected layer
with softmax function is used to predict whether this post is fake
or not. We use 20 �lters with window size ranging from 1 to 4, and
the hidden size of fully connected layer is 32.

• Vis. The input of Vis is an image. Pre-trained VGG-19 and
a fully connected layer are used to extract the visual feature RV .
Then, RV is fed into a fully connected layer to make prediction. We
set the hidden size of fully connected layer as 32.

Multi-modal Models
All the Multi-modal approaches take the information from multiple
modalities into account, including VQA [2], NeuralTalk [30] and
att-RNN [13].

• VQA [2]. Visual Question Answering (VQA) model aims to
answer the questions based on the given images. The original VQA

model is designed for multi-class classi�cation tasks. In this work,
we focus on binary classi�cation. Thus, when implementing VQA
model, we replace the �nal multi-class layer with the binary-class
layer. Besides, for fair comparison, we use one-layer LSTM, and the
hidden size of LSTM is 32.

• NeuralTalk [30]. NeuralTalk is a model to generate captions
for the given images. The latent representations are obtained by
averaging the outputs of RNN at each timestep, and then these rep-
resentations are fed into a fully connected layer to make prediction.
The hidden size of both LSTM and the fully connected layer is 32.

• att-RNN [13]. a�-RNN is the state-of-the-art model for multi-
modal fake news detection. It uses attention mechanism to fuse the
textual, visual and social context features. In our experiments, we
remove the part dealing with social context information, but the
remaining parts are the same. The parameter settings are the same
as [13].

A Variant of the Proposed EANN
The complete EANN model consists of three components: multi-
modal feature extractor, fake news detector and event discriminator.
Only using multi-modal feature extractor and fake news detector,
we still can detect fake news. Thus, we design a variant of the
proposed model, named EANN�. In EANN�, we do not include
the event discriminator.

4.3 Implementation Details
In the textual feature extractor, we set k = 32 for dimensions of
word-embedding. We set nh = 20, and the window size of �lters
varies from 1 to 4 in Text-CNN. The hidden size of the fully con-
nected layer in textual and visual extractor is 32. For fake news
detector, the hidden size of the fully connected layer is 64. The event
discriminator consists of two fully connected layers: the hidden
size of �rst layer is 64, and the hidden size of second layer is 32. For
all the baselines and the proposed model, we use the same batch
size of 100 instances in the training stages, and the training epoch
is 100.

Table 2: The results of di�erent methods on two datasets.

Dataset Method Accuracy Precision Recall F1

Twitter

Text 0.532 0.598 0.541 0.568
Vis 0.596 0.695 0.518 0.593

VQA 0.631 0.765 0.509 0.611
NeuralTalk 0.610 0.728 0.504 0.595
a�-RNN 0.664 0.749 0.615 0.676

EANN� 0.648 0.810 0.498 0.617
EANN 0.715 0.822 0.638 0.719

Weibo

Text 0.763 0.827 0.683 0.748
Vis 0.615 0.615 0.677 0.645

VQA 0.773 0.780 0.782 0.781
NeuralTalk 0.717 0.683 0.843 0.754
a�-RNN 0.779 0.778 0.799 0.789

EANN� 0.795 0.806 0.795 0.800
EANN 0.827 0.847 0.812 0.829

(a) EANN� (b) EANN

Figure 4: Visualizations of learned latent text feature repre-
sentations on the testing data of Weibo.

on new events. The comparison between EANN� and EANN proves
that the proposed approach learns better feature representations
with the component of event discriminator, and thus achieves better
performance.

4.6 Case Studies for Multiple Modalities
In order to illustrate the importance of considering multi-modal
features for fake news detection, we compare the results reported
by the proposed EANN and single modality feature models (Text
and Vis), and report the fake tweets correctly detected by EANN
but missed by the single modality feature models.

(a) Five headed snake (b) Photo: Lenticular clouds over
Mount Fuji, Japan. #amazing #earth
#clouds #mountains

Figure 5: Some fake news detected by EANN but missed by
single text modality model on the Twitter dataset.

We �rst show two top-con�dent tweets which are successfully
detected by the proposed model but missed by single textual modal-
ity model in Figure 5. The text content do not show evidence to
identify that the tweets are fake. For both of the examples in Fig-
ure 5, they describe the images with common patterns. The textual
modality model Text also identi�es this news as a real one. Although
the experts may be engaged to verify the text content using their
domain knowledge, this option may not be available for normal
readers. As seen, the two attached images look quite suspicious and
are very likely to be forged pictures. By feeding visual content and
textual content into the proposed EANN, both tweets are classi�ed
as fake with high con�dence scores. This shows that the proposed
model EANN obtains some clues from the attached images to make
correct classi�cation. The additional visual content provides more
information for fake news detection beyond single textual modality.

(a)Want to help these unfortunates?
New, Iphones, laptops, jewelry and
designer clothing could aid them
through this!

(b) Meet The Woman Who Has
Given Birth To 14 Children From 14
Di�erent Fathers!

Figure 6: Some fake news detected by EANN but missed by
single image modality model on the Twitter dataset.

Figure 6 shows another two examples missed by image modality
model Vis but successfully spotted by the proposed EANN model.
For the �rst example, the complicated semantic meaning is con-
tained in the attached image, which is challenging to be captured by
the visual feature extractor. However, the words with strong emo-
tion and in�ammatory intention suggest this is a suspicious post.
By combining textual and visual content of tweets, the proposed
EANN can easily detect that this is fake news with high con�dence.
The attached image in the second example looks very normal, but
the corresponding textual description seems to misrepresent the
image and mislead the readers. Without the textual content, the
meaning of the tweets would totally change. Only aligned with the
corresponding text description, it can be identi�ed as fake news.
The visual modality model Vis does not classify this example as
false, but with the help of multi-modal features, the proposed EANN
model gives the high con�dence in detecting this fake news.

4.7 Convergence Analysis
In order to explore the training process of the proposed EANN
model, the development of training, testing and discrimination
loss (adversarial losses) has been shown in Figure 7. At the begin-
ning, all of the three losses decrease. Then the discrimination loss
increases and stabilizes at a certain level. The decreasing discrim-
ination loss in the beginning represents the event discriminator
detecting the event speci�c information included in the feature
representations of multi-modal feature extractor. As the minimax
game between the discriminator and the feature extractor is contin-
uing, the feature representations tend to be event invariant. Thus,
the event speci�c information is removed incrementally, and the
discrimination loss increases over the time. During the training
process, the three losses smoothly converge, which means that a
certain level of equilibrium have been achieved. As the training
loss decreases steadily, we can observe that the testing loss also
decreases steadily, and a very similar pattern of trend is shown.
This observation proves that the feature representations learned
by the proposed EANN can capture the general information among
all the events, and this representation is also discriminative even
on new coming events.

(a) EANN� (b) EANN

Figure 4: Visualizations of learned latent text feature repre-
sentations on the testing data of Weibo.

on new events. The comparison between EANN� and EANN proves
that the proposed approach learns better feature representations
with the component of event discriminator, and thus achieves better
performance.

4.6 Case Studies for Multiple Modalities
In order to illustrate the importance of considering multi-modal
features for fake news detection, we compare the results reported
by the proposed EANN and single modality feature models (Text
and Vis), and report the fake tweets correctly detected by EANN
but missed by the single modality feature models.

(a) Five headed snake (b) Photo: Lenticular clouds over
Mount Fuji, Japan. #amazing #earth
#clouds #mountains

Figure 5: Some fake news detected by EANN but missed by
single text modality model on the Twitter dataset.

We �rst show two top-con�dent tweets which are successfully
detected by the proposed model but missed by single textual modal-
ity model in Figure 5. The text content do not show evidence to
identify that the tweets are fake. For both of the examples in Fig-
ure 5, they describe the images with common patterns. The textual
modality model Text also identi�es this news as a real one. Although
the experts may be engaged to verify the text content using their
domain knowledge, this option may not be available for normal
readers. As seen, the two attached images look quite suspicious and
are very likely to be forged pictures. By feeding visual content and
textual content into the proposed EANN, both tweets are classi�ed
as fake with high con�dence scores. This shows that the proposed
model EANN obtains some clues from the attached images to make
correct classi�cation. The additional visual content provides more
information for fake news detection beyond single textual modality.

(a)Want to help these unfortunates?
New, Iphones, laptops, jewelry and
designer clothing could aid them
through this!

(b) Meet The Woman Who Has
Given Birth To 14 Children From 14
Di�erent Fathers!

Figure 6: Some fake news detected by EANN but missed by
single image modality model on the Twitter dataset.

Figure 6 shows another two examples missed by image modality
model Vis but successfully spotted by the proposed EANN model.
For the �rst example, the complicated semantic meaning is con-
tained in the attached image, which is challenging to be captured by
the visual feature extractor. However, the words with strong emo-
tion and in�ammatory intention suggest this is a suspicious post.
By combining textual and visual content of tweets, the proposed
EANN can easily detect that this is fake news with high con�dence.
The attached image in the second example looks very normal, but
the corresponding textual description seems to misrepresent the
image and mislead the readers. Without the textual content, the
meaning of the tweets would totally change. Only aligned with the
corresponding text description, it can be identi�ed as fake news.
The visual modality model Vis does not classify this example as
false, but with the help of multi-modal features, the proposed EANN
model gives the high con�dence in detecting this fake news.

4.7 Convergence Analysis
In order to explore the training process of the proposed EANN
model, the development of training, testing and discrimination
loss (adversarial losses) has been shown in Figure 7. At the begin-
ning, all of the three losses decrease. Then the discrimination loss
increases and stabilizes at a certain level. The decreasing discrim-
ination loss in the beginning represents the event discriminator
detecting the event speci�c information included in the feature
representations of multi-modal feature extractor. As the minimax
game between the discriminator and the feature extractor is contin-
uing, the feature representations tend to be event invariant. Thus,
the event speci�c information is removed incrementally, and the
discrimination loss increases over the time. During the training
process, the three losses smoothly converge, which means that a
certain level of equilibrium have been achieved. As the training
loss decreases steadily, we can observe that the testing loss also
decreases steadily, and a very similar pattern of trend is shown.
This observation proves that the feature representations learned
by the proposed EANN can capture the general information among
all the events, and this representation is also discriminative even
on new coming events.

The performance comparison for the models w/ and w/o event
discriminator.

Figure 2: The architecture of Text-CNN.

in many �elds such as computer vision and text classi�cation [5,
16]. As can be seen in Figure 1, we incorporate a modi�ed CNN
model, namely Text-CNN [18], in our textual feature extractor. The
architecture of Text-CNN is shown in Figure 2. As seen, it takes
advantage of multiple �lters with various window sizes to capture
di�erent granularities of features to identify fake news.

For detailed procedures of the textual feature extractor, each
word in the text is represented as a word embedding vector. The
embedding vector for each word is initialized with the pre-trained
word embedding on the given dataset. For the i-th word in the
sentence, the corresponding k dimensional word embedding vec-
tor is denoted as Ti 2 Rk . Thus, a sentence with n words can be
represented as:

T1:n = T1 � T2 � ... � Tn , (1)
where � is the concatenation operator. A convolutional �lter with
window size h takes the contiguous sequence of h words in the
sentence as input and outputs one feature. In order to show the
procedure clearly, we take the contiguous sequence of h words
starting with the i-th word as example, the �lter operation can be
represented as:

ti = � (Wc ·Ti :i+h�1). (2)
Here � (·) is the ReLU activation function andWc represents the
weight of the �lter. The �lter can also be applied to the rest of words
and then we get a feature vector for this sentence:

t = [t1, t2, ..., tn�h+1]. (3)

For every feature vector t , we use max-pooling operation to take the
maximum value so as to extract the most important information.
Now, we get the corresponding feature for one particular �lter.
The process is repeated until we get the features for all �lters. In
order to extract textual features with di�erent granularities, various
window sizes are applied. For a speci�c window size, we have nh
di�erent �lters. Thus, assuming there are c possible window sizes,
we have c · nh �lters in total. The textual features after the max-
pooling operation is written as RTc 2 Rc ·nh . Following the max-
pooling operations, a fully connected layer is used to ensure the
�nal textual feature representation (denoted as RT 2 Rp ) has the
same dimension (denoted as p) as the visual feature representation
through the following operation:

RT = � (Wt f · RTc ), (4)

whereWt f is the weight matrix of the fully connected layer.

3.2.2 Visual Feature Extractor. The attached images of the posts
are inputs to the visual feature extractor and are denoted as V .
In order to e�ciently extract visual features, we employ the pre-
trained VGG19 [28]. On top of the last layer of VGG19 network, we
add a fully connected layer to adjust the dimension of �nal visual
feature representation to p. During the joint training process with
the textual feature extractor, the parameters of pre-trained VGG19
neural network are kept static to avoid over�tting. Denoting p
dimensional visual feature representation as RV 2 Rp , the operation
of the last layer in the visual feature extractor can be represented
as:

RV = � (W� f · RV��� )), (5)
where RV��� is the visual feature representation obtained from pre-
trained VGG19, andW� f is the weight matrix of the fully connected
layer in the visual feature extractor.

The textual feature representation RT and visual feature repre-
sentation RV will be concatenated to form the multi-modal feature
representation denoted as RF = RT �RV 2 R2p , which is the output
of the multi-modal feature extractor. We denote the multi-modal
feature extractor as Gf (M ;�f ) whereM , which is usually a set of
textual and visual posts, is the input to the multi-modal feature
extractor, and �f represents the parameters to be learned.

3.3 Fake News Detector
In this subsection, we introduce the fake news detector. It deploys
a fully connected layer with softmax to predict whether the posts
are fake or real. The fake news detector is built on top of the
multi-modal feature extractor, thus taking the multi-modal feature
representation RF as input. We denote the fake news detector as
Gd (· ;�d ), where �d represents all the parameters included. The out-
put of the fake news detector for the i-th multimedia post, denoted
asmi , is the probability of this post being a fake one:

P� (mi ) = Gd (Gf (mi ;�f );�d ). (6)

The goal of the fake news detector is to identify whether a
speci�c post is fake news or not. We use Yd to represent the set of
labels and employ cross entropy to calculate the detection loss:

Ld (�f ,�d ) = �E(m,�)⇠(M,Yd ) [� log(P� (m))+(1��)(log(1�P� (m))].
(7)

We minimize the detection loss function Ld (�f ,�d ) by seeking
the optimal parameters �̂f and �̂d , and this process can be repre-
sented as:

(�̂f , �̂d ) = arg min
�f ,�d

Ld (�f ,�d ). (8)

As previously discussed, one of the major challenges for fake
news detection stems from the events that are not covered by the
training dataset. This requires us to be able to learn the trans-
ferable feature representations for newly emerged events. Direct
minimization of detection loss only helps detect fake news on the
events included in the training dataset, since this captures only
event-speci�c knowledge (e.g., keywords) or patterns, which can-
not generalize well. Thus, we need to enable the model to learn
more general feature representations that can capture the com-
mon features among all the events. Such representation should be
event-invariant and does not include any event-speci�c features.

To achieve this goal, we need to remove the uniqueness of each
event. In particular, we measure the dissimilarities of the feature
representations among di�erent events and remove them in order
to capture the event invariant feature representations.

3.4 Event Discriminator
Event discriminator is a neural network which consists of two fully
connected layers with corresponding activation functions. It aims
to correctly classify the post into one ofK events based on the multi-
modal feature representations. We denote the event discriminator
as Ge (RF ;�e ) where �e represents its parameters. We de�ne the
loss of event discriminator by cross entropy and use Ye to represent
the set of the event labels:

Le (�f ,�e ) = �E(m,�)⇠(M,Ye ) [
K’
k=1

1[k=�] log(Ge (Gf (m;�f ));�e )],

(9)
The parameters of event discriminator minimizing the loss

Le (·, ·) are written as:

�̂e = argmin
�e

Le (�f ,�e ). (10)

The above loss Le (�f , �̂e ) can be used to estimate the dissimilar-
ities of di�erent events’ distributions. The large loss means the
distributions of di�erent events’ representations are similar and the
learned features are event-invariant. Thus, in order to remove the
uniqueness of each event, we need to maximize the discrimination
loss Le (�f , �̂e ) by seeking the optimal parameters �f .

The above idea motivates a minimax game between the multi-
modal feature extractor and the event discriminator. On one hand,
the multi-modal feature extractor tries to fool the event discrimina-
tor to maximize the discrimination loss, and on the other hand, the
event discriminator aims to discover the event-speci�c information
included in the feature representations to recognize the event. The
integration process of three components and the �nal objective
function will be introduced in the next subsection.

3.5 Model Integration
During the training stage, the multi-modal feature extractor
Gf (·;�f ) needs to cooperate with fake news detector Gd (·;�d ) to
minimize the detection loss Ld (�f ,�d ), so as to improve the perfor-
mance of fake news detection task. Simultaneously, the multi-modal
feature extractor Gf (·;�f ) tries to fool the event discriminator
Ge (·; �̂e ) to achieve event invariant representations by maximizing
the event discrimination loss Le (�f ,�e ). The event discriminator
Ge (RF ;�e ) tries to recognize each event based on the multi-modal
feature representations by minimizing the event discrimination
loss. We can de�ne the �nal loss of this three-player game as

Lf inal (�f ,�d ,�e ) = Ld (�f ,�d ) � � Le (�f ,�e ), (11)

where � controls the trade-o� between the objective functions of
fake news detection and event discrimination. In this paper, we
simply set � as 1 without tuning the trade-o� parameter. For the
minimax game, the parameter set we seek is the saddle point of the
�nal objective function:

(�̂f , �̂d ) = ar� min
�f ,�d

Lf inal (�f ,�d , �̂e ), (12)

�̂e = ar�max
�e

Lf inal (�̂f ,�e ). (13)

We use stochastic gradient descent to solve the above problem.
The �f is updated according to Eq. 14. Here we adopt the gradient
reversal layer (GRL) introduced in [8]. The gradient reversal layer
acts as an identity function during forward stage, and it multiplies
gradient with �� and passes the results to the preceding layer
during backprop stage. GRL can be easily added between the multi-
modal feature extractor and the event discriminator. We denote it
as the reversal layer in the Figure 1.

�f  �f � � ( @Ld
@�f
� � @Le
@�f

). (14)

In order to stabilize the training process, we follow the approach
in [8] to decay the learning rate �:

�0 =
�

(1 + � · p)�
, (15)

where � = 10, � = 0.75, and p is linearly changing from 0 to 1
corresponding to the training progress. The detailed steps of the
proposed event adversarial neural networks (EANN) is summarized
in algorithm 1.

Algorithm 1 Event Adversarial Neural Networks.

Input: The multi-modal input {mi }Ni=1, the auxiliary event label {ei }Ni=1,
the detection label {�i }Ni=1 and the learning rate �
1: for number of training iterations do
2: Decay learning rate according to Eq. 15
3: Update the parameters of multi-modal feature extractor �f

according to Eq. 14;
4: Update the parameters of the event discriminator �e :
5: �e  �e � � @Le

@�e
6: Update the parameters of fake news detector �d :
7: �d  �d � �

@Ld
@�d

8: end for

4 EXPERIMENTS
In this section, we �rst introduce two large social media datasets
used in the experiments, then present the state-of-the-art fake news
detection approaches, and �nally analyze the performance of the
proposed model.

4.1 Datasets
To fairly evaluate the performance of the proposed model, we con-
duct experiments on two real social media datasets, which are
collected from Twitter and Weibo. Next, we provide the details of
both datasets respectively.

Table 1: The Statistics of the Real-World Datasets.

Twitter Weibo
# of fake News 7898 4749
# of real News 6026 4779
# of images 514 9528


